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ABSTRACT 

An understanding towards genetics and epigenetics is essential to cope up with the paradigm shift which is underway. 
Personalized medicine and gene therapy will confluence the days to come. This review highlights traditional approaches as 
well as current advancements in the analysis of the gene expression data from cancer perspective. Due to improvements in 
biometric Instrumentation and automation, it has become easier to collect a lot of experimental data in molecular biology. 
Analysis of such data is extremely important as it leads to knowledge discovery that can be validated by experiments. 
Previously, the diagnosis of complex genetic diseases has conventionally been done based on the non-molecular 
characteristics like kind of tumor tissue, pathological characteristics, and clinical phase. The microarray data can be well 
accounted for high dimensional space and noise. Same were the reasons for ineffective and imprecise results. Several 
machine learning and data mining techniques are presently applied for identifying cancer using gene expression data. 
While differences in efficiency do exist, none of the well-established approaches is uniformly superior to others. The quality 
of algorithm is important, but is not in itself a guarantee of the quality of a specific data analysis. 
Index Terms—Association rules, cancer, classification, clustering, data mining, gene expression data, gene therapy, 
epigenetics, next generation sequencing, clinicopathology. 

------------------------------------------------------------------------------------------------------------------
 
1 INTRODUCTION 
 
CANCER is a major cause of all the natural mortalities 
and morbidities throughout the world. Nearly 13 percent 
of deaths caused are due to cancer [1]. It is a disease 
getting constantly challenged by many eminent and 
premier researchers. Although, some advancements have 
been reported for its clinical prevention and cure and 
there has been a noticeable decline in the lives’ lost [49], 
but they are not quite adequate [50]. The lack of 
affordable treatment and early detection is the crux of this 
hostile situation. It is becoming hard for the perennial 
biomedical scientists and researchers to exorcize this 
daemon.  
 
The growth in a body is observed when the division and 
multiplication of cells takes place. When the appropriate 
division levels have been achieved, the process is 
deactivated. In an unusual scenario  
however, cells continue to replicate and form lumps in the 
body, although it commence with a paltry entity. Cancer 
is an abnormal and uncontrollable growth of cells in the 

body that turn malignant. This is not to be confused with 
tumors. Even a tumor is an abnormal growth of cells, but 
it can be classified as (noncancerous) benign and 
malignant, the latter one causing cancer. It is noteworthy 
that all cancers are tumors, but the reverse is not true. 
Cancer can develop in almost any organ or tissue, such as 
the lung, colon, breast, skin, bones, or nerve tissue. 
Various types of cancer have been identified namely, 
breast cancer, colon cancer, lung cancer, brain cancer, 
cervical cancer, kidney cancer, liver cancer, leukemia, 
Hodgkin’s lymphoma, non-Hodgkin’s lymphoma, ovarian 
cancer, skin cancer, thyroid cancer, uterine cancer, and 
testicular cancer [2]. Cancer causes quick dissemination 
of cells and a cancer type can fortify and extend to 
another one if not treated appropriately. 
 
 There are many causes of cancers, including: 

 Benzene and other chemicals. 
 Drinking excess alcohol. 
 Environmental toxins, such as certain poisonous 
 mushrooms and a type of poison that can grow 

on 
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 Peanut plants (aflatoxins). 
 Excessive sunlight exposure. 
 Genetic problems. 
 Obesity. 
 Radiation. 
 Viruses. 

However, the cause of many cancers remains unknown. 
Apart from internal (genetic) causes, there are certain 
environmental and external factors too that participate in 
cancer formation within an organism, viz. environmental 
toxins, adulterated food intake, air pollution, and irregular 
lifestyle; (share as depicted in the Fig. 1). These can be 
categorized under epigenetics. Epigenetics is an 
unignorable issue to be addressed by the biomedical 
community. 
 
Symptoms of cancer depend on the type and location of 
the cancer. For example, lung cancer can cause coughing, 
heavy breathing, chest pain, etc. Colon cancer often 
causes diarrhoea, constipation, dysentery, and blood in the 
stool. Some cancers may not have any symptoms at all. In 
certain cancers, such as pancreatic cancer, symptoms 
often do not start until the disease has reached an 
advanced stage. Cancer progression can be aggressive or 
benign. That corresponds to the suitable treatment 
required for ailing the cancer [2]. 
 

 
 
Fig. 1. A pie chart depicting various factors contributing 
to the initiation and growth of the disease. 
There exists a self-correcting mechanism in our body. In 
diseases like cancer, the disarrangements in the 
underlying genetic coding aggravates to an extent, 
wherein this mechanism fails to rectify it. This scenario is 
vital to identify the malignancy state and decipher the 
inter-gene collaboration. 
 
2 MATHEMATICS IN NATURE: AN INTUITIVE 
CERTITUDE 
Mathematics is known to be an indispensable part all 
sciences.It forms the edifice of all existences being a 
formidable aegis that “holds” all parts together. One can 
have certain propensity towards it and more when going 
through John A. Adam’s texts [28], [29]. Docile is the 
symmetry found in vegetation, anatomy of living 
creatures, shapes of heavenly bodies: planets being 
spherical and much so their orbits, to name a few. 

Mathematical modeling of any natural phenomena and its 
inherent dogma at core, which ensures it compositional as 
well as physical traits can be extremely. 
 
Expedient towards developing an understanding. A 
mathematical model is a feat if it fits the known data and 
makes accurate predictions for the future, as rendered in 
the Fig. 2 [28]. A snowball is defined to grow in size and 
attain an almost intermediary shape between a circle and a 
sphere as it rolls through ice. However, external factors 
like intensity of sunlight, heat produced due to 
friction/resistance, dymanic surface area of the ball, etc., 
are the variates that contribute to the problem, profoundly 
(Adam, 2006). The author also registers that all 
mathematical models are flawed to some extent owing to 
the inappropriate presumptions made during their 
construction. 
 
The aesthetic of all natural and physical phenomena is 
brought to life once the mathematical undergird is 
realized. “Mathematics is to nature as Sherlock Holmes is 
to evidence.” With a compendium of suggestions to 
consult, it renders highly probabilistic scenario that the 
gene expression data won’t be an exception. Studies have 
shown that mathematical and statistical models can be 
built around it and they are seminal to identify 
biomarkers. The only apprehension is the uncertainity 
attached to it which is subjected to validation to establish 
the baseline parameters. All the models drawn till date, 
are rarely “euphoric”, and although get us close to finding 
targets, but still are far off.  
 

 
 
Fig. 2. Flowchart of mathematical modeling [28].,  
 
3 EPIGENETICS 
 
Literally speaking, “epi” stands for “on top of” and 
epigenetics is on top of genetics. Governing factors for 
the gene expression and protein building, explicit to the 
inherent DNA code, delineates epigenetics. The 
environment and our lifestyle can significantly direct our 
genetic behavior and even that of our kids. The 
multicellular organisms have optimally identical 
underlying code, yet they have incongruent phenotypes. 
This extraneous information that renders this disparity 
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and uniqueness is held outside the DNA, in an 
extracellular memory, if you will. There is also a debate 
on the non-coding parts of the RNA that may be causative 
to epigenetic traits. These are non- functional to protein 
production and DNA coding is not held here. 

 
3.1 Why Your DNA Isn’t Your Destiny 
The more our understanding towards the human genome 
is concreted, the vastly it is realized that genes and DNA 
aren’t really orchestrating it all [30]. An epigenome is 
conceived to be a filter of biochemical reactions that 
controls gene expression. It can hold as much clues to the 
gene regulation and transcription factor mechanism, as 
otherwise. By unearthing epigenome, scientists can move 
closer towards precise medication and better 
understanding disease contrivance.  
 
By mapping the epigenome and linking it with genetic 
and hereditary traits, scientists think that they can unveil 
the mysteries of many genetic disorders that get 
transferred through ages. Also, they can elucidate clues 
about the fact that why two twins cannot be the same. 
Epigenome changes with the environment and deeply 
associated with disease and development. Ehrlich’s 
research in 1983 linked human cancer with epigenome, 
but then it was greatly flouted. In a current viewpoint, he 
admits that though in an embryonic stage, epigenomics 
has a long way to go. 
 
John Cloud’s article in the famous Time Magazine [31], 
(dated January 18, 2010) reports that it was a sacrilegious 
idea. No matter what we do to our health or lifestyle, our  
DNA composition remains the same. In 1986, a 
pioneering research published by Lancet revealed that a 
malnourished pregnant woman is likely to give birth to a 
child that will have high probability to inhibit 
cardiovascular disorder during adulthood. This was also 
alleged to start before pregnancy. Was something else 
affecting the profile of the new born? Isn’t this nebulous 
to envisage that after the kids are born, the DNA 
machinery is to start afresh? Although the child may 
adapt to the new environment other than his/her parents 
and that could change the epigenome, but also lots of his 
genes will partly or fully hold hereditary information 
passed from the parents. This establishes that DNA and 
epigenome both collectively oversee an individuals 
genotype and phenotype.  
 
Kaati et al. [33] illustrate through their findings in 
Overkalix, Sweden that during slow growth period of 
father and grandfather respectively, child will exhibit low 
cardiovascular mdisorder tendency owing to low food 
availability and high diabetic ailment due to high food 
resource. This was seminal in understanding hereditary 
linkages to inherent disease transitions and genetic 
mutations leading to disorders. In 2004, the Food and 

Drug Administration (FDA), US, approved an epigenetic 
drug, Azacitidine, which could repress the expression of 
genes causative of myelodysplastic syndromes (MDS). 
So, with due regards to Charles Darwin, epigeneticists can 
now model and improvise on the existing DNA lines and 
decipher ways to cure cancer, alzheimer’s, and other 
likewise complex maladies, and also contain their 
progression and probability of occurrence down the 
hierarchy.  
 
It must be mentioned here that epigenetics does not 
change the underlying genetic code but alters the 
mechanism and functionality by adding certain extraneous 
features to it. It should also be noted that changes due to 
epigenetics can be temporary or permanent, reasons still 
sought. The epigenome is not only vital to one’s own life 
but also lies underneath is the idea how the coming 
generation will survive. 
 
3.2 DNA Methylation: An Outlook from Gene 
 
Expression and Cancer 
As previously known, epigenetics sits on top of our DNA 
and modifies the genetic code “superficially” to result in a 
distinguished functionality; the least of which can be 
explained by DNA Methylation. DNA Methylation is the 
process of addition of a methyl group to the gene. A 
methyl group is fairly significant to organic chemistry and 
consists of one carbon atom bonded with three hydrogen 
atoms ðCH3Þ. DNA Methylation can modify the gene 
expression, diminishing it or making it gaudier.  
 
Das and Singal [41] portray DNA methylation as an 
epigenetic event that highly correlates to the regulation of 
gene expression. As one facet, DNA methylation exhibits 
direct interception with the binding sites of particular 
transcription factors to their promoters. Also, they are 
involved with the direct binding of specific transcriptors 
to the methylated DNA.  From the cancer perspective, 
malignant cells as opposed to their normal counterparts 
show exaggerated disturbances in their DNA [41]. This 
trait is a lucrative distinctive measure to study the 
methylationpattern-changebehavior.Hypomethylation is 
another characteristic of the solid tumor types as cervical 
and prostate cancers.  
 
In an independent study conducted by Duke University’s 
oncologist, Randy Jirtle et al., it was revealed that on 
regulation of agouti gene in mice, yellow coats and 
propensity for obesity and diabetes were rendered, when 
continuously expressed. The B vitamins acted as methyl 
donors causing methyl group to attach with agouti genes 
more readily, thereby altering its expression. The study 
resulted in agouti mothers being able to produce children 
with normal weight and no diabetic trait. Later, Eva 
Jablonka would feed roundworms with a kind of bacteria 
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that would now be “non-fluorescent and non-green” and 
shall curtail this dumpy appearance for as much as 40 
generations. Similarly, fruit flies exposed to a drug called 
geldanamycin witness unusual growth on their eyes and 
this abnormality lasted up to 13 generations (no exposure 
to the drug was prearrange to offsprings from second to 
13th generations.) Also,a critical study led by Larry Feig, 
a biochemist from the Tufts University, cemented that 
even memorizing and brain nourishment can be improved 
when apt environment is given.  
In the premises of research, Feig’s team presented mice 
with genetic memory problems to an environment rich 
with toys, exercise, and extra attention. The mice showed 
enhanced long-term potentiation (LTP) which is a neural 
mechanism, significant from the standpoint of memory-
formation. 
All of the aforementioned facts conceive that epigenetics 
is far from being a sideshow, overshadowed by DNA. 
 
3.3 The Human Epigenome Project 
The Human Epigenome Project (HEP) was initiated to 
identify and catalogue Methylation Variable Positions 
(MVPs) in the human genome [32]. Similar to the profile 
of the Human Genome Project (HGP), HEP is also 
private/ public collaboration. Conceived by the Wellcome 
Trust Sanger Institute (http://www.sanger.ac.uk/), 
Epigenomics AG (http:// www.epigenomics.com/en/), and 
Centre National de Genotypage, France 
(http://www.cng.fr/), HEP is another scientific challenge 
and an envisionment of a better and healthier tomorrow. 
 
4 MICROARRAY ANALYSIS OF GENE 
EXPRESSION 
 
A prodigy of data assimilation is the microarray 
technology [13]. Genes form a compendium of an 
organism. They impart the genotype and phenotype to it 
[organism]. A gene expression is the subset (part of the 
genetic code studied in a particular regard) of an 
organism’s genetic codon. A microarray is a “virtual-lab” 
on a chip. It is a 2D array on a solid platform (usually a 
glass slide) that is studied for biological references. It is 
used to assay spots (usually called probes or reporters) 
that are analyzed experimentally under the microscopic 
vision as the findings are hard to notice by naked eyes. 
The popularity of the microarray technique 
notwithstanding, the analysis of the data is far from 
trivial. Essentially, the information which we capture by 
using DNA microarray is at the level of transcription 
(origin: molecular biology). The raw microarray data are 
images, which have to be transformed into gene 
expression matrices- tables where rows represent genes, 
columns represent various samples such as tissues or 
experimental conditions, and numbers in each cell 
characterize the expression level of the particular gene in 
the particular sample. These matrices have to be analysed 

further, if any knowledge about the underlying biological 
processes is to be extracted.  
 
So the inferences and results obtained by such studies 
have to be validated. More refinement can be achieved in 
the results by working on multi-tier data. It may lead to 
putative regulatory signals in the genome sequences. The 
microarrays can be categorized under cDNA microarrays 
and Oligonucleotide arrays (oligochip) [13]. Albeit both 
behold differences in experimentations, they share a 
common ground on manufacturing, target preparation, 
labeling and hybridization, and scanning process. cDNA 
microarrays and oligochips are collectively, aggregately 
conceived as microarrays, unless explicitly mentioned. 
Their modus operandi is similar where they draw 
distinction between control sample and the test sample by 
comparing the signal intensity  ratio, when the same are 
subjected to superimposition. Albeit, Chinnaiyan et al. 
[24] (2002) showcased, while working on gene expression 
data on prostate cancer that aberrantly both oligochips as 
well cDNA chips resulted in similar outcomes. A cohort 
of genes was found to be consistently dysregulated in 
prostate cancer. This study can be extended further to 
other hard-cured maladies.  
 
Due to improvements in biochemical instrumentation and 
automation, it has become easier to collect a lot of 
experimental data in molecular biology. Analysis of such 
data is extremely important as it leads to knowledge 
discovery that can be validated by experiments. Analysis 
of gene expression data leads to cancer identification and 
classification, which will facilitate proper treatment 
selection and drug development. Previously, the diagnosis 
of complex genetic diseases has conventionally been done 
based on the non-molecular characteristics like kind of 
tumor tissue, pathological characteristics, and clinical 
phase. The microarray data can be well accounted for 
high dimensional space and noise. Same were the reasons 
for ineffective and imprecise results. Several machine 
learning and data mining techniques are presently applied 
for identifying cancer using gene expression data. 
 
5 GENE THERAPY 
 
A common adage held with gene therapy is the 
identification of an abnormal (diseased) gene and then 
replacing it with a healthy gene (or the healthier version 
of the same gene from an explicit source) to oversee its 
functioning. It is the mechanism of DNA repair. Somatic 
(adult kind) cells such as lymphocytes, bone marrow 
cells, etc. are particularly targeted in the gene therapy 
[35], [36]. Gene therapy promises to illuminate the loop 
holes with the traditional clinical methods of treating 
diseases. Hemophilia B and Primary ImmunoDeficiencies 
(PIDs) are successfully trialed with gene transfer and the 
acceptance rate is commendable and irrefuted. But, the 



Mining Gene Expression Of Data Using Ant Colony …G.Arutperumjothi et.al., 

144 | P a g e  
 

complications leading to the selection of the integrating 
vectors ingene therapy have been long known. These need 
further addressal. Gene therapy promises to be a standard 
treatment for assured diseases and the important question 
is its position in the treatment hierarchy. The pricing and 
practical implementation of this therapy including the 
infrastructural requisites forms a critical argument, so as 
to reach a wider domain of patients. It so turns out that 
documentation of genes and their corresponding pathway 
occurrences can help map varied diseases as portrayed in 
Fig. 3 

   
 
Fig. 3. Representation that genes are intrinsically a very 
prominent part of a pathway and these pathways again 
constitute a disease mechanism. 
 
Focusing on cancer in particular, after the high approval 
of The Cancer Genome Atlas (TGCA) [37], under the 
aegis of the National Human Genome Research Institutes 
(NHGRI) and National Cancer Institute(NCI), The 
International Cancer Gene Consortium [34], 
(http://icgc.org/), is an effort to match and compare the 
sequenced genome of the same subject at the normal and 
cancerous states. The irony is that we are still using 
medieval methods to elucidate and rectify cancer 
abnormalities. This concerted effort aims to stratify 
aberrations in 50 different cancer types. Its database also 
provides excellent reference for the scientists and 
researchers studying cancer genetics and therapeutics. 
 
6 OBJECTIVE 
 
Efficient use of the large data sets generated by gene 
expression microarray experiments requires computerized 
data analysis approaches. It is on the utmost importance to 
prune irrelevant or even “overlapping” data to meticulous 
observations. The entwined gene expressions that 
subsume multiple functionalities pose a greater challenge.  
Since our 
focus is the workability and application of Data Mining 
and statistical techniques, we shall primarily concentrate 
on classification and clustering. By performing clustering, 
we may try to identify biological pathways, on which 
gene in one particular cluster lies. This is the area of 
Systems Biology. Also, our endeavor is to discover Gene 
Biomarker, by using compatible method(s) of 
classification. A biomarker is a representation or an 

indicator of the severity and presence of some diseased 
state in a body. Studying biomarker data (cancer oriented) 
computationally can help identify stages of cancer. The 
concentration of oncogene (diseased, cancerous gene) can 
be considered for study making comparisons between a 
control (normal) sample and a diseased sample. Single 
Nucleotide Polymorphisms (SNPs are also surrogate 
representations of markers in the reference genes). 
Biological pathways represent the biological reactions 
and.  interaction network in a cell. Each reaction is 
identified with its enzyme, which in turn is coded by 
certain gene(s). By studying the patterns of gene 
expression in different experimental conditions, 
researchers can get an understanding of genes and 
pathways involved in biological processes. As, no gene 
operates in an isolated way, it is important to consider 
information about the complex molecular networks, 
orchestrating the activity of cells. So, basically Pasquier et 
al. [9] identify the following questions for consideration: 
 

 In what cellular processes do they participate? 
 How are genes regulated? 
 In What are the functions of different genes? 
 which cell types and depending on which 

conditions the genes become active? 
 How various diseases or treatments influence the 

activity of genes? 
They also propose transcriptomics as a solution for 
above. In addition, it facilitates global analysis of gene 
expression and genome-wide expression profiling. 
Transcriptome represents genes that are actively 
expressed at any given time. For the profiling, 
hybridization-based techniques (DNA microarrays) and 
sequencing-based techniques (SAGE: Serial Analysis of 
Gene Expression, and MPSS: Massively Parallel 
Signature Sequencing) can be implemented in parallel 
rather than in competition. It is essential to integrate the 
biological knowledge in all phases of the data mining 
process to optimize existing knowledge profit. In an 
endeavour to standardize things, Gene Ontology (GO) has 
been framed to subsume and preserve the integrity of data 
as a result of multitude of experimentations. For the 
proximity to the research purview, only DNA microarrays 
have been elaborated. They are also the most efficient 
amongst all sequencing techniques [9]. 
 
7 DATA PROCESSING 
 
7.1 Pre-Processing Phase 
Genes, cDNA clones, or expressed sequence tags [ESTs] 
usually constitute the DNA sequences that are scanned by 
microarray experiments, conditions contingent. They may 
include time series data of a biological process, e.g., life 
cycle o a yeast cell, or a collection of varied tissue 
samples, e.g., normal versus cancerous tissues. For the 
same, a gene expression matrix is obtained, which for 
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obvious reasons, contains gene data, notwithstanding a 
compendium of noise, missing values and irrelevant data. 
Data pre-processing is indispensable before any cluster 
analysis can be performed.  
 
Study on promoter sequences [2] and enhancer sequences 
[2] can be staple for deriving transcription factors of an 
associated gene. Regulation of transcription is the most 
common form of gene control, and the activity of 
transcription factors allows genes to be specifically 
regulated during development and in different types of 
cells [13]. It is highly warranted to prune irrelevant data 
while preparing the data sets for further analysis. The 
process uses gene expression measures to discover co-
regulated genes. 
 
To curb “noise” in the data, replication is employed to 
ensure precipitation of genes whose expression levels 
mark the outliers [9]. To do so, methods including fold-
change and significance analysis of microarrays (SAM) 
are put to work. While fold-change is a comparatively 
simpler method, SAM operates on certain statistical 
assumptions. Fold-change technique works on 
selecting/eliminating genes with a predetermined 
threshold level (usually a factor of 2) [16]. It compares 
this level with the mean level of the gene expression and 
thence chooses/rejects genes on the basis of the 
calculation. SAM underlines the use of t-tests for 
calculating false discovery rate (FDR)—share of false 
positives amongst sets. 
 
Analyses based on t-tests can determine the probability of 
difference in gene expression getting monitored by 
chance. Putatively, the highlight of the problem is that 
clustering genes in regard of their expression levels is not 
the sole criteria. It depends on several other factors viz. 
experimental conditions, external factors (epigenetics), 
criteria for choosing base platform for genes (common 
ground), and their [genes] association with other genes. 
For sure, a microarray consists of vivid groups of co-
expressed genes. A common strategy is to commence 
with the ones that are related to some ordinal biological 
function and/or out of a preliminary clustering result. 
Supervised, semi-supervised learning techniques use 
existing domain knowledge for filtering the particular 
genes [16], [21]. Clustering, therefore, is a very condition 
specific filtering of gene expression profiles. 
 
7.2 Post-Processing Phase 
Since, the pre-processing phase aids in precipitating 
several groups, patterns, correlations of genes at the 
expression level basis, it becomes almost necessary to re-
evaluate and formalize them in a phase called post-
processing phase. During this phase, the domain experts 
analyze and match the extracted patterns to the business 
objectives and success criteria.  The dogma of pattern 

management is heterogeneous pattern representation. 
Since the extracted patterns can be relevant as well as 
irrelevant; indexing them is a labor intensive task that 
involves marking and classifying them scrupulously. 
Predictive Model Markup Language (PMML) and 
Common Warehouse model for Data Mining (CWM DM) 
were designed for genetic data modeling, but they lacked 
the efficacy to handle and represent specific classes of 
patterns. As a solution, Rizzi et al. introduced Pattern 
Base Management System (PBMS) to provide data 
structure of the patterns describing a model structure 
based on pattern interestingness.  
 
The subject interestingness underlines two criteria: 
unexpectedness and action ability. According to the action 
ability criteria, a model is interesting if it can be put to 
application. Unexpected models are considered interesting 
because they contradict certain presumptions based on the 
predetermined beliefs. Later, Kotsifakos et al. revised the 
PBMS architecture by enabling support for domain 
ontologies. After defining a data modelling system, it’s 
vital to design a mechanism to query and extract the 
required data. For the same,  certain APIs namely, 
SQL/MM DM, Java Data Mining (JDM) API were 
standardized to handle data as well as the metadata 
entwining genetic correlational patterns. In [17], Brisson 
and Collard propose an improved distinctive schema to 
infer interestingness based data. KEOPS methodology 
works on comparing extracted  data with expert’s 
knowledge, as elaborated in Fig. 4.  Another technique, 
Cross Industry Standard Process for Data Mining 
(CRISP-DM) (Fig. 5) is outdone by KEOPS with the 
inclusion of knowledge in most of the steps of data 
mining. Ontology formally represents knowledge  
 

 
 
Fig. 4. KEOPS Methodology brings about an integrable 
and holistic approach in analysing and identifying keys. 
As a set of concepts within a domain, and the 
relationships among these concepts. It can be used to 
reason about the entities within that domain and maybe 
used to describe the domain. An important issue in 
ontologybased validation methods is the definition of 
semantic similarity measures between ontologconcepts 
[17]. 
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Fig. 5. CRISP- DM (The model functions recursively).   
 
Methods that follow are edge counting methods and 
information-theoretic measures. 
 
Edge counting methods [17] construe the formulation by 
defining {similarity a (1/distance)}, i.e., the smaller the 
distance in-between genes, the greater is the similarity, 
and vice versa. Leacock and Chodorow contemplated the 
calculation of shortest distance and scaling them to form 
an “is a” hierarchy. Zhong et al. consider taxonomical 
hierarchies to determine weight of the edges. Information-
theoretic measures [17], conceptualized by Resnik 
determine information via lower common ancestors of 
two underlying concepts. 
 
Later to it, Jiang introduced its coupled version with the 
edge counting methods. A comparison by Lord suggested 
that both of these [edge-counting and information- 
theoretic] measures were equally efficient. Finally, 
Schlicker et al. conferred a new technique of similarity 
between varied GO terms using Resnik’s and Lin’s 
definitions. The cyclic nature is due to the way processes 
run cyclic test-error experiments for the sake of data 
refinement. KEOPS employs IMAK interestingness 
measure that estimates rule quality via relative confidence 
value, informative level and certainty of knowledge. 
 
Now, the information is heterogeneous in nature. It 
becomes hard to compare and integrate because of being 
spread over different sources, represented under different 
formats, and usually generated with different techniques. 
It’s a challenging task to formalize and standardize such a 
huge piling of accessible data. Some interpretations show 
that hybridization-based techniques (microarrays) show 
greater consistency across platforms than sequencing-
based techniques (SAGE, MPSS). To recall, 
hybridization-based approaches measure ratio of 
expression changes while sequencing-based approaches 
produce estimation of the number of transcripts. A 
solution to this is MIAME format. 
MIAME format [9] was derived to standardize data from 
varied microarray experiments and help make 
comparisons. 
It [MIAME format] encompasses the following entities: 

 Design of the experiment. 
 Microarray layout. 

 Preparation of biological samples. 
 Protocol used to hybridize the sample. 
 The way intensities are quantified. 
 The method used to normalize data. 

The technology used to derive data from the microarray 
experiments can illustrate high degree of differences, 
more than the “actual” distinction in the biological data. 
To facilitate this, data integration approaches include light 
solutions (link integration, Web 2.0 mashups) and 
hardcore methods (data warehousing, view integration). It 
is conceived that semantic web technologies can play a 
major role in sharing and resume biological data between 
applications by providing a common platform and 
framework.  
 
Co-clustering techniques envisage distance functions and 
cluster quality measures for integrating data models and 
making them indexed. They [co-clustering techniques] 
generally group the gene expression data with similar 
expression patterns, i.e., co-expressed genes [12]. To 
prune patterns from the integrated data, it is vital to 
operate it [data] with classification rules, and clustering 
algorithms (frequent closed item set). It also focuses on 
selecting and eliminating ambiguous and redundant rules 
(frequent item set). Both of these approaches’ efficacies 
are increased significantly when worked in tandem. 
Dealing with the problem of redundant association rules is 
incumbent for better results and interpretations. The use 
of a frequent item set based algorithm to generate 
classification rules with the form,   “gene expression -> 
class”, from gene expression data of cancerous and 
healthy tissues has already been studied [9]. Also, 
Emerging Patterns (EP) has been instantiated to contrast 
two data classes with particular high dimensionality and 
construe classifiers from them. They have been proved to 
be highly indispensable and desirable to sift markers 
efficiently and aid easy analysis [17]. Parmigiani and 
Elizabeth [4], [21] elaborate the following data mining 
approaches of varied clustering and classification 
techniques for gene expression data. 
 
8 CLUSTERING 
8.1 Subspace Clustering 
 
These techniques can be used in microarray analysis to 
facilitate visual display (mostly preferred by biologists) 
and interpretation of experimental results and suggest the 
presence of subgroups of objects (genes or samples) that 
behave similarly. Often finds itself as the foremost step of 
data infiltration since it is vital to parry microarray data 
for noise elimination. Confusion marks with the trait of 
the genes to participate in multiple pathways that may or 
may not be coactive under all conditions, so a gene can 
find its place in multiple clusters or in none at all. 
Clustering can be sample-based and/or gene-based by 
character. A gene-based clustering shall abstract genes as 
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objects  and samples as features, while sample-based 
clustering would perceive vice-versa [13] A third 
category of clustering type also exists, subspace 
clustering. Subspace clustering (Fig. 6), unlike gene-
based or sample-based clustering techniques, is not 
“global” rather it aims to cluster genes based on their 
indulgence in any disease, being a part of one or more 
biological pathways. 
 

 
 
Fig. 6. Illustration of subspace clustering. 
 
8.2 Distance and Similarity 
Proximity determination between co-regulated or 
otherwise genes is momentous to establish any working 
relationship between them [13]. To determine which 
objects cluster together, we must have a way of gauging 
how similar or different both of them are. Different 
measures reflect different goals, and thus can have a 
strong influence on the resulting clusters [5], [6]. The 
correlation coefficient is commonly used as a measure of 
the divergence of gene expression profiles between 
different species [20], the core problem being that they 
[correlation coefficients] tend to cascade and amplify the 
measurement error [12]. They include Pearson correlation 
coefficient, euclidean distance, Uncentered correlation, 
etc. Euclidean distance is comparatively easier to 
implement and most commonly used methods to elucidate 
distance between two data objects [18].  

It is formulated as  

 
Due to the varied sources of microarray platforms, it 
becomes logical to make the readings comparable. Liao 
and Zhang (2006) proposed the computation of Relative 
Abundance (RA), to leverage the heterogeneity in 
expression levels coming from distinct processes. The RA 
is the ratio of gene expression in a particular tissue and its 
sum of expression levels across all tissues,  

 

 
 

Pearson correlation coefficient has proven to be 
inefficient while dealing with the outlier data. It also 
assumes that the random variables under consideration are 
linearly related [18]. It is an “over-imposed” version of 
the Euclidean distance formula. It considers calculation of 
means of the two data objects under consideration, Oi and 
Oj respectively. The proximity between two objects is 
measured by a proximity function of corresponding 
vectors !Oi and !Oj , where p is the number of dimensions 
in the space,   

 
 

The euclidean distance reflects only the noise present in 
the data and hence will be small if the noise is small. By 
contrast, the Pearson distance will have a value close to 1, 
reflecting the fact that the noise components of different 
expression levels are independent. Thus the Pearson 
distance will give the impression that expression 
divergence is great, but all this apparent divergence is 
noise [20]. Also, it [Pearson’s correlation coefficient] 
assumes Gaussian distribution of points and may not be 
suitable for non-Gaussian distributions. These limitations 
led to the focus on Spearman’s rank-order correlation 
coefficient and the Jackknife correlation as alternative 
similarity measures [13]. Jackknife (Oi,Oj)= min{ρ1

ij,….. 
ρl

ij….. ρρ
ij},  where ρ1

ij is the Pearson’s correlation 
coefficient of data objects Oi and Oj with the lth feature 
deleted. The Jackknife method is proven efficient for 
finding the genetic correlation and the associated 
confidence interval [14], [15]. The Spearman’s ranking 
correlation is derived by replacing the numerical 
expression level Oid with its rank rid among all 
conditions, and is hence distribution free. The results 
interpreted by the authors [13] indicate that Pearson’s 
correlation coefficient performed well than Spearman’s 
rank-order correlation. 
 

 
Fig. 7. Dendrogram generated from AH-Cut for the 

melanoma-colonleukemia data set [23]. 
 
As per the inequality relation given by Daniels (1944), -1 
≤ 3t - 2rs ≤1, where rs is the Spearman’s coefficient and t 
is Kendall’s coefficient.  
On the contrary though, authors [18] register the 
incompetency of correlation coefficients as the measures 
to exploit gene expression data. It is conveyed that if the 
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measurement error induced during the design of the 
experiment is large in comparison to the divergence of the 
gene expression levels, the correlation coefficients 
(irrespective of the types) shall render accentuated and 
sporadically-occurring divergence metrics at par with the 
uniform and “real” differences amongst genes. 
 
8.3 Hierarchical Clustering 
It partitions objects into a series of nested clusters [23]. 
The hierarchy of clusters of samples is displayed using a 
tree-like structure called dendrogram, as exemplified in 
Fig. 7. “Oaks from acorns” is the catch phrase here. The 
height at which two clusters are joined represents how 
similar they are, with low heights representing high 
similarity [7], [13]. They are of two types: agglomerative 
(bottom-up approach) and divisive (topbottom approach). 
Agglomerative strategy considers each data object as an 
individual cluster and while moving forward, clubs the 
closest pairs until we are left with just one cluster. 
Conversely, divisive approach starts with initially one 
cluster containing all data objects and iteratively splits 
values; at the end just singleton clusters remain. 
Eisen et al. (1998) programmed an agglomerative 
algorithm called Unweighted Pair Group Method with 
Arithmetic Mean (UPGMA), and graphically represented 
the clustered data set. In this method, each cell of the gene 
expression matrix is colored with the measured 
fluorescence ratio and based on dendrogram structure and 
ordering doctrine, the matrix rows are reordered. 
Eventually, the matrix is represented by consistent 
patches of varied colored gene expression patterns that 
depict groups with certain degree of similarity. Alon et al. 
(1999) used the divisive approach to formulate an 
algorithm, called deterministic-annealing algorithm 
(DAA). In this technique, initially centroids of two start-
up clusters were randomly chosen to be Cj ,j =1,2. The 
expression level of gene k was defined via vector ~gk, 
and the probability of gene k belonging to the cluster j 
was designated by a two-component Gaussian model:  

 
Later, an iterative process, the EM algorithm, was applied 
to solve Pj and Cj. For β=0, there was just one cluster 
C1=C2. On gradually increasing β to a certain limit, two 
distinctive, converged centroids emerged [13]. The EM 
algorithm iterates between Expectation (E) steps and 
Maximization (M) steps. In the E step, hidden parameters 
are evaluated in correspondence with the given 
parameters. In the M step, given (model) parameters are 
estimated so as to maximize the probability of the entire 
data, given the estimated hidden parameters. The 
repercussion of the EM algorithm renders each datum to 
be assigned to a cluster with optimal conditional 
probability. Visually perceived, data can be retained for a 

longer period of time, when learning is concerned. The 
ease of interpretation via graphical representation can be 
successfully achieved via hierarchical clustering. 
Limitation of hierarchical approach, however, is the large 
computational complexity. While dealing with “big data”, 
partitioning may require exhaustive processing while 
splitting and merging data into clusters. 
 
8.4 K-Means Clustering and Self Organized 
Maps (SOM) 
It partitions objects into groups that have little variability 
within clusters and large variability across clusters [7]. 
The user is required to specify the number K of clusters a 
priori. Estimation is iterative, starting with a random 
allocation of objects to clusters, re-allocating to minimize 
distance to the estimated “centroids” of the clusters, and 
stops when no further improvements can be made. Its 
implementation is easy and execution is faster. The time 
complexity was computed to be O (L_K_N), where L is 
the number of iterations in K clusters [13], [21] 

 
In the above expression, O is the data object in cluster Ci 
and µi is the mean of objects in Ci. There are some 
limitations to K-means algorithm, as well. While the 
number of clusters is usually unknown in advance, the 
algorithm is tested multiple times for different values of K 
to reach an optimal result. This can be cumbersome 
especially when the magnitude of data is mammoth [gene 
expression microarray data]. Also, with the huge inherent 
noise in the data, most of it is “forced” into the clusters; 
that is questionable for the data integrity and correctness 
[13]. Solutions to these drawbacks have been considered 
by certain revised algorithms that control the “quality” 
ofdata that is getting clustered.  
 
A closely related, not to mention- more efficient, 
approach is that of Self-Organizing Map constituted by 
Kohonen on neural networks [8]. The mapping of input 
neurons to output neurons in a grid/mesh of sample 
neurons was the exemplifying model. The algorithm, on 
execution, attempts to direct the reference vectors to the 
input vector space. The reference vectors, being trained 
data sets, “educate” the input vectors to fit the distribution 
profile [13]. As prerequisites, SOM demands from the 
user, the number of clusters and the grid-map of the 
neural network, a priori. 
Hierarchical, K-Means, and SOM are categorized under 
Gene based clustering. 
 
8.5 Principal Components Analysis (PCA) and Multi-
Dimensional Scaling (MDS) 
The goal is to reduce the dimensionality of data to 
facilitate visualization and additional analysis. They are 
often used as a preliminary step to clustering of large data 



Mining Gene Expression Of Data Using Ant Colony …G.Arutperumjothi et.al., 

149 | P a g e  
 

sets. MDS starts from a distance matrix between objects 
and finds the locations of these objects in a low 
dimensional space that best preserves the original 
distances. These techniques work on ratio-optimization 
principle.  It’s almost concomitant of clustering 
techniques for high dimensional data to be exploratory. 
Their strength is in providing rough maps and suggesting 
directions for further study. Also, clustering results are 
sensitive to a variety of user-specified inputs. The 
clustering of a large and complex set of objects can be 
planned in different ways depending on the goals. 
 
9 CLASSIFICATION 
 
These techniques can be used in microarray analysis to 
predictsample phenotypes based on gene expression 
patterns. Some of the methods are briefly reviewed [4]. 
 
9.1 Dimension Reduction 
Because of large number of genes that can be used 
aspotential predictors, it is useful to preselect a subset of 
genes, or composite variables, likely to be predictive 
andthen investigate in depth the relationship between 
theseand the phenotype of interest. For example, genes 
with nearly constant expression across all samples can be 
eliminated. 
 
9.2 Evaluation of Classifiers 
Classifiers based on gene expression are generally 
probabilistic, that is they only predict that a certain 
percentage of the individuals that have a given expression 
profile will also have the phenotype, or outcome, of 
interest. Therefore, statistical validation is necessary 
before models can be employed, especially in clinical 
settings. 
 
9.3 Predictive Analysis of Microarrays (PAM) 
A straightforward approach to classification is the nearest 
centroid (pivotal point) classifier. This computes, for each 
class, a centroid given by the average expression levels of 
the samples in the class, and then assigns new samples to 
the class whose centroid is nearest. This approach is 
similar to k-means clustering except clusters are now 
replaced by known classes. It has been implemented by 
PAM software [25]. 
 
 
 
9.4 Top Scoring Pairs (TSP) 
In a two-class classification, this looks for pairs of genes 
such that gene1 is greater than gene2 in class A and 
smaller in class B, in terms of expression levels. In cancer 
data, the TSP classifier achieves prediction rates that are 
as high as those of alternative approaches which use 
considerably more genes and complex procedures. 
 

9.5 Nearest Neighbor Classifiers 
Nearest-neighbor classifiers assign sample to classes by 
matching the gene expression profile to that of samples 
whose class is known.  

 
9.6 Support Vector Machines (SVMs) 
SVMs are supervised, machine learning algorithms that 
seek cuts of the data that separate classes effectively, that 
is by large gaps. Technically, SVMs operate by finding a 
hyper surface in the space of gene expression profiles, 
that will split the groups so that there is largest distance 
between the hyper surface and the nearest of the points in 
the groups. More flexible implementations allow for 
imperfect filtering of groups and promiscuous analysis. 
 
9.7 Discriminant Analysis 
Discriminant analysis and its derivatives are approaches 
for optimally partitioning a space of expression profiles 
into subsets that are highly predictive of the phenotype of 
interest, for example by maximizing the ratio between-
classes variance to within-class variance. 
 
9.8 Classification Trees 
Classification trees recursively partition the space of 
expression profiles into subsets that are highly predictive 
of the phenotype of interest. They are robust, easy-to-use, 
and can automatically sift large data sets, identifying 
important patterns and relationships. No prescreening of 
the genes is required. The resulting predictive models can 
be displayed using intuitive graphical representations. 
 
9.9 Regression-Based Approaches 
Regression analysis is a statistical tool for the 
investigation of relationships between variables. Usually, 
the investigator seeks to ascertain the causal effect of one 
variable upon another. To explore such issues, the 
investigator assembles data on the underlying variables of 
interest and employs regression to estimate the 
quantitative effect of the causal variables upon the 
variable that they influence. 
 
9.10 Probabilistic Model-Based Classification 
It is based on the specification of probability distribution 
that describes the variability of the expression values. 
Model-based approaches are computation-intensive and 
can be sensitive to assumptions made about the 
probability model, but can provide a solid formal 
framework for the evaluation of many sources of 
uncertainty, and for assessing the probability of a sample 
belonging to a class. 
 
A wide range of alternative approaches for clustering and 
classification of gene expression data are available. While 
differences in efficiency do exist, none of the well-
established approaches is uniformly superior to others. 
Choosing an approach requires consideration of goals of 
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the analysis, the background knowledge, and the specific 
experimental constraints. The quality of algorithm is 
important, but is not in itself a guarantee of the quality of 
a specific data analysis. Uncertainty, sensitivity analysis 
and, in the case of classifiers, external validation or cross-
validation should be used to support the legitimacy of 
results of microarray data analyses. 
 
10 ASSOCIATION RULES 
 
An important extension (rather it’s a new edition of 
traditional approach towards filtering data) to the 
clustering and classification techniques, is the 
employment of association rules [21]. 
 
10.1 Limitations of Clustering over Association Rules 
In cluster analysis of expression data, the goal is to define 
each gene as being a part of a self-contained cluster, 
based on the similarity in the expression pattern of the 
gene to those of the other genes in the same cluster. 
Which genes cluster together can vary considerably, both 
because of the different similarity metrics that can be used 
to compare any two clusters and because of experimental 
and biological noise that exists in the expression data.  
 
Another issue with clustering is that a gene can usually be 
characterized in more than one way, while it can belong 
to only one cluster (in hierarchical clustering, we have a 
hierarchy of clusters within clusters, but a gene cannot 
belong to two unrelated clusters). It warrants further 
refinement 
at per tier level.  
 
Determining the interactions that can exist between 
different genes is not easily done using clustering results, 
especially as a gene can participate in more than one gene 
network. So, the “rigidity” observed in the clustering 
approaches is smoothened out in Association rules. With 
reference to the market-basket analysis_, while analyzing 
the gene expression data, the items in an association rule 
can represent genes that are strongly expressed or 
repressed, as well as relevant facts describing the cellular 
environment of the genes. The cognizance of pattern 
extraction techniques are deployed to apprise correlations 
and links in the data presented as association rules.  An 
example of an association rule mined from expression 
data might be, 

 
{Cancer}={Gene A↑, Gene B↓, Gene C↑} 

Meaning that, for the data set that was mined, in most 
profile experiments where the cells used were cancerous, 
Gene A was measured as being up (i.e., highly 
expressed), Gene B was down (i.e., highly repressed), and 
Gene C was up, together. It is important to note, however, 
that ↑, ↓, or – (neutral) states of the gene interactions have 
to be measured mathematically for precise analyses.  

 
Another complexity is induced in the data analysis, when 
values are binned. Binning leads to aggravation due to 
cascading effect of an error getting carried forward. Less 
precise results are obtained, but this can be categorized 
“indispensable” because of the voluminous data. May be 
due to lack of research time only “quick and small” 
references of data were made. 
 
10.2 Advantages of Implementing Association Rules 
They bring about “associativity” amongst genes. That 
does not imply cause-effect relationship, albeit. A gene 
can belong to multiple association rules. This will 
invariably help in establishing a gene function map. 
 
10.3 Applications of Association Rules 
Association rules could help in the search for cancerous 
genes, especially as the case could exist where no single 
gene might be responsible for the initiation or progression 
of cancer, but instead certain sets of genes acting together. 
Search for associations between certain attributes of the 
medical histories of cancer patients and the genes that 
might be expressed in their corresponding tumors as a 
result.  Market basket analysis is a modeling technique 
based upon the theory that if you have bought or buy a 
certain group of items, you are more (or less) likely to buy 
another set of items. 
 
11 GENE RANKING AND CANCEROUS GENE  
IDENTIFICATION 
 
Owing to the high-dimensional feature space and 
equiexploratory noise, microarray data is susceptible to 
drawing some ambiguous results which could be 
misleading and render illegitimate conclusions. Several 
gene ranking techniques, e.g., ANOVA, T-Score were 
introduced to address the above issues, but drew 
unsatisfactory inferences [10]. Earlier, cancerous tissues 
were dealt completely clinically. Now, though due to the 
implicit efficacies, DNA Microarray method is considered 
paramount coupled with computational deduction 
techniques. It helps develop better understanding towards 
characterizing genes and their affiliation to any disease. A 
classifier must be efficient data sifter as well as it should 
disconsider irrelevant data that augments noise.  
 
To elucidate cancerous limits in a tissue, Revathy and 
Amalraj proposed a cancer classification using 
semisupervised Ellipsoid ARTMAP and Particle Swarm 
Optimization with gene expression data [10]. With the 
advancements in microarray technologies, prolific data 
has emerged and after comparing diseased and control 
genes, necessary predictions are established. Choice of 
genes is significant from performance standpoint of the 
classifier and the correctness of predictions. It also offers 
better and deeper molecular insights into the treatment. 
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The authors implement the semi-supervised ellipsoid 
(SSEAM) for multiclass cancer distinction and particle 
swarm optimization for selecting the particular gene. 
Alternatively, Huilin et al. propose Optimized Kernel 
Machines, with an extremely flexible kernel function for 
optimizing the data kernel [10]; Xiyi et al. presented 
Sparse Representation using the genetic data. It inhibits 
the property of finding sparse representations in test 
samples as in training samples [10]; Runxuan et al. submit 
Extreme Learning Machine (ELM) for the same, though it 
outperforms the iterative learning techniques’ 
underpinnings such as local minima, over-fitting, and 
improper learning rate. 
 
Revathy and Amalraj (2011) use GCM, Lung, and 
Lymphoma as the test data sets for diagnosing cancer. 
These were been derived from online data repositories 
such as NCBI, EBI, etc. The proposed methodology is 
structured in two phases: 

 Determining enrichment scores using gene 
importance ranking techniques. 

 Classification using Support Vector Machines 
(SVMs) 

The enrichment score is posted after the gene importance 
ranking evaluation. The evaluation of confidence for 
every enrichment score is formulated using Family Wise 
Error Rate (FWER) and False Discovery Rate. In the 
classification phase, support vector machines are used 
which act as supervised classification tools. The results 
show that gene ranking technique narrowed the search 
space significantly and hence aided the cancerous gene 
identification. With the data optimization, the efficiency 
of the SVM is correspondingly optimized. Earlier to this 
study, Su et al. [11] (2003) had developed a program 
called Rank Gene for identification of diagnostic genes by 
analysing gene expression data and differentiating them in 
a particular sample. Research by Golub et al. (1999) and 
Ramaswamy et al. (2001) has successfully demonstrated 
the utility of DNA microarray-based gene expression data 
in cancer classification.  
 
By comparing the expression levels of genes in a diseased 
state and normal state, an inference can be drawn 
regarding the state and stage of the disease, cancer in 
particular. Rank of a gene is its ability to distinguish 
between the classes- diseased, normal. As an input to the 
program, data set from a particular sample or tissue is 
made. The program rates every gene and measures its 
ability to differentiate between varied classes. It assigns to 
every gene a numerical value – its rank. It outputs best k 
genes according to this measure, where k is user 
contingent. However, as a consequence of ranking, a 
significant amount of information present in the data is 
lost.  
 

Raza and Mishra [12] (2012) attempt to stratify genes 
within samples (tissues) by recursively filtering genes on 
the basis of their expression levels and active indulgence 
in the disease state. The expression level of genes is 
proportional to various conditions in an organism. It is 
incumbent to mark reference genes that can be levied as 
standard for selecting further candidate genes on the basis 
of a priori criterion. These can be well suited to be 
potential drug targets and as sites for studying mutations. 
For such study, gene expression matrix is a good 
reference source for each gene’s expression variance. The 
algorithm curtails following steps: 
1. Ratio and logarithmic conversion of microarray data. 
(The gene regulation is reflected in the fluorescence 
intensities that illuminate on superimposition of the 
multivariate genes. Author has limited the regulation 
levels by defining up-regulation -> [1, 1] and down-
regulation -> [0, 1]. This categorization brings about 
rigidity in selecting the acceptable gene expression levels. 
Through intensity ratio plot, interpretations can be 
efficiently visualized.) 
2. Elimination of gene that fails to provide data in 
majority of experiments. (Due to several technical issues 
of improper probing, particular cell orientation of genes, 
faulty scanner that fails to measure correct expression 
levels, and due to erroneous manufacturing of microarray 
chip, gene expression levels can be severely affected. On 
account of a threshold value of 40 percent, rows holding 
genes that are not up to the level are abstained from being 
a part of the experiment in the view of not having 
significance relevance.) 
3. Analysis of significance of data. (Use of t-statistics 
promulgates the compliance of normal distribution in the 
data that is responsible for certain pattern generation. This 
[pattern] can be analysed and may be interpreted as a 
result.) 
4. Replicate handling. (There should be a single entry for 
each gene.) 
5. Elimination of gene having less than two-fold change 
in expression level. (Irrelevant genes- that do neither 
show acceptable up-regulation [positive value] nor down-
regulation [negative value], are curbed. For convenience 
of sifting data, genes means of all rows is calculated and 
genes with –1<mean<1 is selected further.) 
6. Conversion of data sets using Log sigmoid function. 
(The Log sigmoid transformation takes range of input 
values in between [–1, þ1] and converges them to the 
range [0, 1]. The function is given by log sigmoid 
 
7. Elimination of genes that have high variation across the 
collection of sample. (The genes with 
sporadicallyoccurring expression levels are omitted. The 
process accounts for elimination of genes having more 
than 36 percent variation due to inconsistency.)  
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The program was implemented in PERL with Yeast data 
set having a total of 6,154 genes out of which 48 genes 
were precipitated out (around 0.78 percent of the sum). 
This is however a significant proportion of genes getting 
filtered, but due to the binning of values and imposing 
rigidity as criteria for gene selection (which albeit eases 
the processing), many key features may have been missed 
out. On the contrary, the results claim that out of 48 
outputted genes, 32 genes were solely responsible for 
cocooning yeast cells at high temperatures. Additively, 
eight other genes with obscure functionalities exhibited 
two-fold change in expression levels at high temperatures 
as well. These heat tolerant genes are thus supposedly 
better drug targets [12]. Likewise this, are groping studies 
that are based on “hitand- trial” methodology, and render 
vague results, which are subject to clinical validation and 
ontology-centred verification. Even software available as 
free or proprietary, are written to automate various 
formulations of mathematical and statistical genre, but 
that is just to make the work easier. They do not guarantee 
a favoured outcome. 
 
12 CLINICAL VIABILITY OF THE MICROARRAY 
DATA 
 
Clinical usefulness of the microarray data is determined 
by the informational benefits to the patient and the role it 
plays in successful clinical decision making. One of the 
reports under the aegis of the Human Cancer Genome 
Atlas (HCGA) project suggests that only a handful of 
mutated genes are causal of breast cancer [45]. Genomic 
profiling refers to the analysis of the genes that are 
therapeutically sensitive and clinically interesting. This 
trait can be derived from the arbitrary nature of their 
expressions. Some genes (markers or biomarkers, 
technically) have been profiled for their specific 
expression patterns or “signatures” and have rightfully 
marked in the Gene Ontology. Sparano et al. [45] state the 
embodiment of prognostic and predictive 
markers; the difference between the two being that while 
the former is associated with the clinical outcome, the 
latter defines the genes that clinically respond to therapy, 
particular or generic.  
Simon (2005) [51] proposed a flowchart for adopting a 
multiparameter marker. It encapsulates phases of: 

i. Problem conceptualization. 
ii. Clinical development, where training set is 

determined. 
iii. Technical development, to establish 

reproducibility and reliability of the assay. 
iv. Validation of the trained data 

(clinicopathological data, technically) set in 
context of its scalability. 

v. Application or adoption of the marker for its 
usability. 

Reporting Recommendations for Tumor Marker 
Prognostic Studies (REMARK) has been institutionalized 
to oversee the procedural deficits and paucity in 
conformance to the marker analysis. It has a tandem 
function with MIAME [9], as aforementioned. 
Further studies by Kheirelseid et al. [47] for colorectal 
carcinoma (CRC) and Sveen et al. [48] for colon cancer 
embark the clinical applicability of the gene expression 
data. Gauging the efficacy of the microarray technology 
and its interoperability standardization during its 
application phase was the vision with which the US Food 
and Drug Administration MicroArray Quality Control 
(MAQC)  
Project was conceived [46]. It also monitors genome-wide 
association studies and NGS, which are extension 
technologies to the DNA microarray. MAQC-II, the next 
version of the project is notioned to identify the 
parameters for the clinic-use. Parry et al. attempt to 
evaluate the MACQ-II data with KNN models (the 
microarray data analysis that was carried out using KNN 
methodology). The ease of implementation and scale 
make KNN, a straightforward choice. Data sets orienting 
to breast cancer, neuroblastoma and multiple myeloma, 
were comparatively evaluated with KNN and other 
clinical parameters (by their performance), and their 
affect in the results was noted. 
‘ 
13 NEXT GENERATION SEQUENCING (NGS) 
 
The tune of cancer research has been tweaked towards 
Next Generation Sequencing. Although, the underlying 
dogma remains the same, i.e., identifying marker genes, 
but with larger proforma of data now available (single-
molecular sequencing), getting closer to drug targets and 
their clinical validation, with greater stress on clinical 
trials and people volunteering (its [clinical trial] data 
available online and at everyone’s disposal), is almost 
achievable. With high competency to handle genetic data 
(as per Fig. 8) in an efficient and precise manner and 
capability to optimally analyze it, NGS is forging its way 
towards personalized therapy and curb difficult diseases 
like cancer and likewise; but a glance at the history of 
DNA sequencing will be interesting here. 
 
13.1 Background 
After Watson and Crick revealed the structure of DNA in 
1953 [26], biologists have always sought DNA 
sequencing with augmented enthusiasm. Before 1976, 
determining DNA sequences was a pain-staking and 
laborious task involving traditional chemical methods. 
That was when Sanger et al.’s “plus and minus” came into 
picture with some seminal work towards  
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Fig. 8. The graph above shows the plummeting 
technological costs. Moore’s law which states that 
processing power doubles every year, has to some to 
extent, fallen short. (Credit: Harvard University).  
 
Determining a base sequence of bacteriophage f X174. 
Maxam and Gilbert were teaming up in parallel for some 
seminal work. Later in 1980, Sanger and Gilbert shared 
the Nobel Prize in Chemistry for their developments of 
analytical methods of DNA sequencing. All the 
concurrent developments of that era warranted that a store 
be developed for holding the information that was a result 
of experimentation and make it accessible to scientific 
and general community for referencial usage. This led to 
the surrection of GenBank in 1981 and since then the 
“size” of the repository has forever grown, even 
exponentially. The commercialization of DNA 
sequencing had a major impact on biology with the 
profuse marketing of instruments on automated capillary-
array electrophoresis (CAE). Initially, Sanger’s 
sequencing was a mind-numbing exercise which was 
error prone and after quite a time taking electrophoresis 
and audio radiography, the DNA sequence was manually 
fed into the computer by a technocrat. An improvised 
version of the Sanger sequencing was reported thereafter 
which replaced radioactive labels, audio radiographic 
detection, and manual data interpretation with fluorescent 
labels, laser-induced fluorescence detection, and 
computer based data analysis. This paradigm shift can 
well be conceived as the edifice of modern day genetic 
data analysis. It was cemented by Smith et al. in 1986 
[27] and made salable by Applied Biosystems in 1987. 
Prober et al. at Dupont and Ansorge et al. are known to 
design improved automated sequencers, later  
 
13.2 DNA Sequencing 
The mechanism of DNA Sequencing, as expounded in 
Fig. 9, comprises of three steps mainly, viz. 

 Sample preparation. The particular genome is 
fragmented into multiple entities. Further, in 
accordance to the sample DNA, multiple copies 
of these subgenomes are created by amplification 
and using various molecular methods. 

 Physical Sequencing. The fragments received 
from the earlier step are sifted for orderly bases. 
These contiguous chains are called reads or read 
lengths. 

 Reassembly & analysis. Using sophisticated 
bioinformatics software, the overlapping reads 
from various fragments are marked to form a 
contiguous genome sequence. This is forwarded 
for auxiliary analysis. 
 

For the analysis of the data, various analysis software 
were developed. One by Applied Biosystems was 
subdued by an algorithm designed by Berno [40], that 
used graph theoretic approach to find the longest 
sequencial reads that would comply to the entire 
genome’s definition. 
 

 
 
Fig. 9. DNA Sequencing. Broadly involving three phases 
of sample preparation, physical sequencing, and re-
assembly, DNA sequencing caters to the feed for genetic 
data analysis [39]. 
 
13.3 High Throughput DNA Sequencing 
NGS embarks high-throughput sequencing technologies 
that have reduced sequencing and cost expenditures 
radically. The “Big Data” at disposal has vastly impacted 
genetic, biological and medical research. Sequencing 
technologies broadly follows the course of library-
building, sequencing and analysis. The efficiency of each 
[sequencing technology] is dependant on the mechanistic 
protocols in use.   
 
The sequencing of genetics data has been structurally 
categorized in the generational context: First Generation 
Sequencing, Second Generation Sequencing, and Third 
Generation Sequencing (which we are currently 
witnessing, also revered as Next Generation Sequencing) 
[44]. The basic aspects of distinction between Sanger 
sequencing and the NGS are optimally parallel analysis, 
greater output threshold, and achieving all of this at a 
lesser price. Xprize [43] has also been a motivation for 
rapid advancements in the NGS. There is also an 
exclusive attempt of sequencing 100 centenarians’ 
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genomes, a competition called “100Over100”. The 
medics attempt to identify those very peculiar genes that 
are disease resistant, support immunity, and can be clue to 
longetivity and good health. Mulling the history of 
sequencing, as with any challenging scientific endeavor, 
we witness a surge of technological advancements 
through the time and boosted precision [38]. The genetics 
lobby today is vested with impended longer reads (read 
lengths: DNA base pair sequences), squatter time to 
output results and lesser overall economics. 
 
Modern day sequencing owes substantial credit to Oxford 
Nanopore technologies. Previous to this was a transitional 
day and age of Ion Torrent’s semiconductor sequencing, 
which was later acquired by Life Technologies.  For 
detailed comparison of varied facets of different 
sequencing generations, one can refer Table 1 from [38]. 
 

TABLE 1 
Differences between Clustering and Classification 

Techniques of Data Mining 
 

Clustering Classification 
Unsupervised Learning Supervised Learning 
Class discovery Class prediction 
Partitions a set of objects 
into groups that are 
relatively similar. 

Determines whether an 
belongs to a certain class 

Applications 
To generate hypotheses 
about novel disease 
subtypes 

Classification of patients 
into existing disease 
subtypes or prognostic 
classes into gene 
expression information 

 
14 CONCLUSION 
 
It is observed that a reliable and precise classification of 
tumors is essential for successful diagnosis and treatment 
of cancer [3]. By allowing the monitoring of expression 
levels in cells for thousands of genes simultaneously, 
microarray experiments may lead to a more complete 
understanding of the molecular variations among tumors 
and hence to a finer and more informative classification. 
The ability to successfully distinguish between tumor 
classes (already known or yet to be discovered) using 
gene expression data is an important aspect of this novel 
approach to cancer classification. Also annotated is that 
comparing the activity of genes in a healthy and 
cancerous tissue may give some hints about the genes that 
are involved in cancer. Albeit, this approach is very 
limited because many of the genes serve multiple 
functions and changes in gene expression can be due to 
factors not directly concerned with the particular 
experiment. Indeed a microarray data set contains 
numerous groups of co-expressed genes. Then, a typical 

strategy for a biologist is to start from genes which are 
known to be closely related to a biological function and to 
browse a preliminary rough clustering result, to focus on a 
small subset of those genes which are supposed to play a 
role. Thus, currently biologists follow exploratory 
strategies by manually selecting potential groups of genes 
according to their knowledge. So, on experimenting with 
these “superficial” data and applying various data mining 
techniques to them, results are rather vague and 
imprecise. Therefore, the input data has to be concise and 
close to accurate to obtain the results of the same nature. 
This will not only be seminal for precipitating strong 
inferences but will also act as a template for further 
improvements. This however is beyond the scope of 
various data mining techniques.  
 
Also, moving towards an era of personalized or precision 
medication, NGS and Gene Therapy are making there 
mark there. Many private players are offering this service 
and better yet, it can be ordered online. What is still 
missing is that only few genes are examined in the genetic 
tests and not the entire genome. The reasons accountable 
can be time and monetary constraints. The future 
generations of sequencing can facilitate efficacy in 
deciphering faulty genes and validating diseases with less 
hoax. 
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